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#### Abstract

We investigate how the interaction of particles mediated by an elastic deformation of a nematic liquid crystal is influenced by the initial deformation of the director field. To this end, we calculate the interaction energy between particles in a nematic cell with hybrid boundary conditions, homeotropic on the surface of one confining plate and planar on the other. We find an analytic form of the interaction energy in the case of weak anchoring on the surface of the particle. This interaction energy sensitively depends on the position of the two particles as well as the interparticle distance and can be nonmonotonic with a minimum in its landscape. This nontrivial energy landscape might lead to a chainlike superstructure of particles.
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## I. INTRODUCTION

Colloidal systems and emulsions have attracted a great deal of interest in technology because of their various practical applications [1,2]. They have also become an important subject of fundamental science and it is of much interest how the constituent particles or droplets in such systems interact with each other and what kinds of structures and phases these interactions will bring about. The colloidal interactions mediated by the host fluid include van der Waals, electrostatic, depletion $[1,3]$, and fluctuation-induced [4] and surfaceinduced $[5,6]$ forces.

Recently, growing attention has been paid to colloidal suspensions and emulsions with anisotropic host fluids like liquid crystals as a class of composite materials [7-12]. One of the characteristic feature of liquid crystal emulsions and colloids is that the liquid crystals surrounding the particles are deformed because of anchoring on the surfaces of the particles. When the anchoring is strong enough, the particles are accompanied by topological defects such as a hyperbolic hedgehog [8,13], a Saturn ring [14,15], or boojums [13]. Theoretical [16-19] and numerical [20-24] studies have been devoted to understanding the formation of topological defects.

Another interesting and important property of liquid crystal emulsions and colloids is that the particles can interact via the elastic deformation of liquid crystals due to the surface anchoring of the particles, which can be directly measured experimentally [25]. This elasticity-mediated interaction, which is of course absent in the usual colloidal suspensions and emulsions with an isotropic host fluid, has proved to play a crucial role in yielding a wide variety of superstructures that have not been observed in conventional colloidal systems. One of the striking examples experimentally observed is a linear-chain superstructure $[8,13,26,27]$, and anisotropic clusters $[7,14]$ and periodic lattices [28] have also been reported. The investigation and evaluation of the elasticitymediated interaction is therefore quite significant for understanding and predicting the essential properties and behaviors of superstructures in liquid crystal colloids and
emulsions. There have been several theoretical studies, and as early as 1978 Lopatnikov and Namiot [29] made an analytic calculation of the interaction $U$ between cylindrical particles in a nematic liquid crystal to obtain an anisotropic long-range form of dipole-dipole type with $U \sim r^{-3}$, where $r$ is the interparticle distance. Later, Ramaswamy et al. [30] and Ruhwandl and Terentjev [31] found a quadrupole interaction $U \sim r^{-5}$ in the case of spherical particles in a nematic liquid crystal with weak surface anchoring. A quadrupole interaction is known to be responsible for the formation of a chain of particles with boojum defects $[13,27]$ and the direction of the chain is oblique to the orientation of the host nematic liquid crystal. Lubensky et al. showed by a phenomenological argument that a linear-chain structure $[8,13,26]$ parallel to that of the host nematic liquid crystal can be attributed to the interaction between "dipoles" composed of a particle and an accompanying hedgehog defect. The interaction between the "dipoles" was investigated also by a numerical computation [32]. We note that similar theoretical attempts have also been made on the particle interaction in a smectic liquid crystal due to the layer displacement [29,33,34]. It should also be pointed out that the recent theoretical and experimental progress has stimulated numerical studies on the aggregation process and structure formation in liquid crystal colloids [35,36].

Recently, one of the present authors (B.I.L.) developed a theoretical scheme for calculating the interaction potential in a nematic liquid crystal [37]. It is similar to previous theories [29-31] in that the elastic deformation is assumed to be weak enough to evaluate the director field as an expansion in terms of the deformation from the ground state. This assumption facilitates an analytic treatment of the problem. One of the main advantages of the treatment of Ref. [37] over the previous ones is that it can be applied to general cases of particles with arbitrary shape and anchoring orientation on the surface by introducing tensors characterizing the geometry of the particles. It has been shown $[37,38]$ that the symmetry of the particles crucially influences the properties of the interaction between them. In the case of spherical particles the interaction is of quadrupolar nature like $U \sim r^{-5}$ as
noted above, while for less symmetric particles dipolar interactions $U \sim r^{-3}$ or even Coulomb interactions $U \sim r^{-1}$ can be expected. Moreover, we do not have to restrict the initial state of the nematic liquid crystal to be uniform, and in a recent paper [39] we considered the interaction potential in a cholesteric liquid crystal using this framework.

In this paper, utilizing the latter advantage we discuss how the particle interaction is influenced by the initial deformation of the host liquid crystal. This work is motivated by a recent experiment [28] showing the formation of a twodimensional crystal structure by glycerol droplets dispersed in a nematic liquid crystal. In this experiment the host nematic is deformed due to the boundary conditions. At the upper boundary the liquid crystal interfaces with the air, which leads to a homeotropic orientation there. On the other hand, a tangential boundary condition is imposed on the lower boundary with glycerol, that is, liquid crystal molecules tend to align parallel to this boundary. So far as we know, this is the only experimental study of an emulsion in a deformed liquid crystal [40], and no theoretical studies have been devoted to the effect of the initial deformation of a liquid crystal on the interaction between particles immersed in it. Confining a liquid crystal by boundaries with different anchoring implies the introduction of a length scale (note that the Frank elasticity of a nematic liquid crystal [41] has no characteristic lengths) together with a nonuniform structure. We can therefore expect richer and less trivial properties than in the case of a uniform nematic liquid crystal. Although our theoretical setup is slightly different from that in the experiment of Ref. [28] in that the liquid crystal orientation at the lower boundary is fixed in our calculation, we believe that our theoretical investigation will shed light on the possible effect of the initial deformation of liquid crystals on the structure of liquid crystal colloids.

This article is organized as follows. In Sec. II we give a detailed theoretical procedure to obtain an analytic form of the interaction potential. Using this result we discuss how particles interact in a deformed nematic liquid crystal in Sec. III. We conclude this article in Sec. IV together with a comparison of our theoretical results with the experimental findings.

## II. CALCULATION OF THE INTERACTION POTENTIAL

## A. Formulation of the problem

We consider a nematic liquid crystal confined between two parallel plates with the distance $d$ as depicted in Fig. 1. We set the $z$ axis perpendicular to the plates and we set the origin so that the two plates are located at $z=0$ and $d$. We impose strong homeotropic and planar boundary conditions at $z=d$ and 0 , respectively, with the in-plane orientation fixed along the $x$ axis at $z=0$. This geometrical setup is similar to that in the experiment by Nazarenko et al. [28] and different in that the molecular orientation at the lower boundary has a fixed in-plane orientation in our treatment. We impose the fixed boundary condition here for the simplicity of the calculation. In the case of the one-constant approximation in the Frank elastic energy, it is easy to show that the ground state of the director field is


FIG. 1. Illustration of the geometry of our system. The definition of regions I, II, and III is given in Sec. III A.

$$
\begin{equation*}
\boldsymbol{n}^{(0)}(z)=\left(\cos q_{0} z, 0, \sin q_{0} z\right) \tag{1}
\end{equation*}
$$

with

$$
\begin{equation*}
q_{0} \equiv \frac{\pi}{2 d}, \tag{2}
\end{equation*}
$$

which indeed satisfies the boundary conditions and the equilibrium condition $\nabla^{2} \boldsymbol{n} \| \boldsymbol{n}$ [41].

To describe the deformation of the director field with respect to the ground state, we introduce the deformation fields $u(\boldsymbol{r})$ and $v(\boldsymbol{r})$ and the director field $\boldsymbol{n}(\boldsymbol{r})$ can be written as

$$
\begin{align*}
\boldsymbol{n}(\boldsymbol{r})= & \left(\cos \left[q_{0} z+u(\boldsymbol{r})\right] \cos v(\boldsymbol{r}), \sin v(\boldsymbol{r}),\right. \\
& \left.\sin \left[q_{0} z+u(\boldsymbol{r})\right] \cos v(\boldsymbol{r})\right) . \tag{3}
\end{align*}
$$

Notice that $u(\boldsymbol{r})=v(\boldsymbol{r})=0$ at $z=0$ and $d$ because we deal with the situation where the boundary conditions are strong enough.

The bulk Frank elastic energy in the one-constant approximation can be written as [42]

$$
\begin{equation*}
F_{b}=\frac{1}{2} K \int d^{2} \boldsymbol{r}_{\perp}\left(\partial_{i} n_{j}\right)\left(\partial_{i} n_{j}\right) \tag{4}
\end{equation*}
$$

with $K$ being the elastic constant and $\boldsymbol{r}_{\perp}=(x, y)$. Here $i, j$ $=x, y$, or $z$ and in this subsection summations over repeated indices are implied (except for $x, y$, and $z$ below). We substitute Eq. (3) into Eq. (4) to describe the elastic energy in terms of the deformation fields $u$ and $v$. Throughout this argument we restrict ourselves to the case of small deformations and we retain up to second order terms in $u$ and $v$ as in our previous study [37,39]. After some calculations, utilizing the property $u(\boldsymbol{r})=v(\boldsymbol{r})=0$ at $z=0$ and $d$ and assuming that the deformation vanishes at infinity, we arrive at

$$
\begin{equation*}
F_{b}=\frac{1}{2} K \int d^{2} \boldsymbol{r}_{\perp} \int_{0}^{d} d z\left\{(\boldsymbol{\nabla} u)^{2}+(\boldsymbol{\nabla} v)^{2}-q_{0}^{2} v^{2}\right\} \tag{5}
\end{equation*}
$$

Apparently this energy is not positive definite because it becomes smaller with increasing $v$ as long as $v$ is independent of the position $(\boldsymbol{\nabla} v=\mathbf{0})$. The deformation mode $v$ corresponds to the rotation of the director out of the $x z$ plane.

After rotating the director out of the $x z$ plane by the angle $\pi / 2$, the director becomes uniform (parallel to the $y$ axis) and obviously the elastic energy is smaller than in the case of Eq. (1), which is the implication of the apparent breakdown of the positive definiteness of Eq. (5). In our case, however, such a rotation is prohibited because of the boundary conditions and the energy (5) is indeed positive definite. To show that and make the following discussion clear, we introduce the Fourier transform, taking the boundary conditions at $z$ $=0$ and $d$ into account, as

$$
\begin{equation*}
u\left(\boldsymbol{q}_{\perp}, q_{z}\right)=\int d^{2} \boldsymbol{r}_{\perp} \int_{0}^{d} d z e^{-i \boldsymbol{q}_{\perp} \cdot \boldsymbol{r}_{\perp}} \sin q_{z} z u(\boldsymbol{r}), \tag{6}
\end{equation*}
$$

where $q_{z}=2 m q_{0}=m \pi / d$, with $m$ being a positive integer. We also define $v\left(\boldsymbol{q}_{\perp}, q_{z}\right)$ in the same way. By substituting the inverse Fourier transform
$u(\boldsymbol{r})=\frac{1}{(2 \pi)^{2}} \int d^{2} \boldsymbol{q}_{\perp} \cdot \frac{2}{d} \sum_{m=1}^{\infty} e^{i \boldsymbol{q}_{\perp} \cdot \boldsymbol{r}_{\perp}} \sin 2 m q_{0} z u\left(\boldsymbol{q}_{\perp}, 2 m q_{0}\right)$,
and the same form of $v(\boldsymbol{r})$ into Eq. (5), we obtain

$$
\begin{align*}
F_{b}= & \frac{1}{2} K \frac{1}{(2 \pi)^{2}} \int d^{2} \boldsymbol{q}_{\perp} \cdot \frac{2}{d} \sum_{m=1}^{\infty}\left\{\left[\boldsymbol{q}_{\perp}^{2}+\left(2 m q_{0}\right)^{2}\right]\right. \\
& \times u\left(\boldsymbol{q}_{\perp}, 2 m q_{0}\right) u\left(-\boldsymbol{q}_{\perp}, 2 m q_{0}\right) \\
& \left.+\left[\boldsymbol{q}_{\perp}^{2}+\left(4 m^{2}-1\right) q_{0}^{2}\right] v\left(\boldsymbol{q}_{\perp}, 2 m q_{0}\right) v\left(-\boldsymbol{q}_{\perp}, 2 m q_{0}\right)\right\}, \tag{8}
\end{align*}
$$

which is obviously positive definite. We notice here that the form of the elastic energy (8) will be sensitive to the boundary conditions. For instance, if a tangential boundary condition is imposed at $z=0$ so that the director can rotate freely on the $z=0$ plane, the allowed wave number in the $z$ direction $q_{z}$ will be different, which leads to a different expression of the free energy in reciprocal space [note that the free energy in real space (5) is unaltered for this boundary condition].

Next we consider how particles introduced in our system deform the director field. We write the surface energy on the particles in the Rapini-Papoular form [43] as

$$
\begin{equation*}
F_{s}=\sum_{p} \oint_{\Omega_{p}} d^{2} S W(\boldsymbol{s})[\boldsymbol{\nu}(\boldsymbol{s}) \cdot \boldsymbol{n}(\boldsymbol{s})]^{2} . \tag{9}
\end{equation*}
$$

Here $p$ is the index labeling the particles and the surface of the particle $p$ is denoted by $\Omega_{p}$. The integral is taken over $\Omega_{p}$ and $d^{2} S$ is the surface element. The anchoring strength is given by $W(\boldsymbol{s})$ and $\boldsymbol{\nu}(\boldsymbol{s})$ is the unit normal to the surface at
the point $\boldsymbol{s}$. In the case of homeotropic anchoring, $W(\boldsymbol{s})$ $<0$, and vice versa for planar anchoring.

We restrict ourselves to the case of weak anchoring $\left(|W| r_{0} / K \ll 1\right.$, where $r_{0}$ is the characteristic dimension of the particles) so that the director field is only slightly deformed by the particles from its ground state [Eq. (1)] [44]. Then we can safely assume that the director field $\boldsymbol{n}(\boldsymbol{r})$ is defined throughout the system, even within particles, and continuous so that the Fourier transform (6) is well defined.

In dealing with the surface energy, we make a gradient expansion of the director field $\boldsymbol{n}(\boldsymbol{s})$ around the center of gravity of the particle $p$, which we will denote by $\boldsymbol{r}^{(p)}$. This treatment is justified when $r_{0}$ is sufficiently smaller than the characteristic length of the elastic distortion in a nematic liquid crystal ( $d$ in our case). Since the bulk energy $F_{b}$ [Eqs. (4) and (5)] contains only terms up to second order in the gradients, it is sufficient to make a gradient expansion up to second order also for the surface energy $F_{s}$. Then the director field can be represented as

$$
\begin{align*}
\boldsymbol{n}(\boldsymbol{s})= & \boldsymbol{n}\left(\boldsymbol{r}^{(p)}\right)+\left(\boldsymbol{s}-\boldsymbol{r}^{(p)}\right)_{i} \frac{\partial}{\partial r_{i}^{(p)}} \boldsymbol{n}\left(\boldsymbol{r}^{(p)}\right) \\
& +\frac{1}{2}\left(\boldsymbol{s}-\boldsymbol{r}^{(p)}\right)_{i}\left(\boldsymbol{s}-\boldsymbol{r}^{(p)}\right)_{j} \frac{\partial}{\partial r_{i}^{(p)}} \frac{\partial}{\partial r_{j}^{(p)}} \boldsymbol{n}\left(\boldsymbol{r}^{(p)}\right)+\cdots . \tag{10}
\end{align*}
$$

We can formally write the director field as $\boldsymbol{n}=\boldsymbol{n}^{(0)}+\delta \boldsymbol{n}$, with $\boldsymbol{n}^{(0)}$ being the initial director field in the absence of particles defined in Eq. (1). After some calculations using Eq. (10), we find

$$
\begin{align*}
{[\boldsymbol{\nu}(\boldsymbol{s}) \cdot \boldsymbol{n}(\boldsymbol{s})]^{2} \simeq } & \mathcal{A}_{k l}^{(p)}\left(\frac{1}{2} n_{k}^{(0)}\left(\boldsymbol{r}^{(p)}\right) n_{l}^{(0)}\left(\boldsymbol{r}^{(p)}\right)\right. \\
& \left.+n_{k}^{(0)}\left(\boldsymbol{r}^{(p)}\right) \delta n_{l}\left(\boldsymbol{r}^{(p)}\right)\right) \tag{11}
\end{align*}
$$

for the $p$ th particle. Here we have defined the operator

$$
\begin{equation*}
\mathcal{A}_{k l}^{(p)}=\alpha_{k l}^{(p)}+\beta_{j k l}^{(p)} \frac{\partial}{\partial r_{j}^{(p)}}+\gamma_{i j k l}^{(p)} \frac{\partial}{\partial r_{i}^{(p)}} \frac{\partial}{\partial r_{j}^{(p)}}, \tag{12}
\end{equation*}
$$

with $\alpha_{k l}^{(p)}, \beta_{j k l}^{(p)}$, and $\gamma_{i j k l}^{(p)}$ being tensors characterizing the geometry of the particles, defined as [37]

$$
\begin{gather*}
\alpha_{k l}^{(p)}=2 \oint_{\Omega_{p}} d^{2} S W(s) \nu_{k}(s) \nu_{l}(s),  \tag{13}\\
\beta_{j k l}^{(p)}=2 \oint_{\Omega_{p}} d^{2} S W(\boldsymbol{s})\left(\boldsymbol{s}-\boldsymbol{r}^{(p)}\right)_{j} \nu_{k}(\boldsymbol{s}) \nu_{l}(\boldsymbol{s}), \tag{14}
\end{gather*}
$$

$$
\begin{equation*}
\gamma_{i j k l}^{(p)}=\oint_{\Omega_{p}} d^{2} S W(\boldsymbol{s})\left(\boldsymbol{s}-\boldsymbol{r}^{(p)}\right)_{i}\left(\boldsymbol{s}-\boldsymbol{r}^{(p)}\right)_{j} \nu_{k}(\boldsymbol{s}) \nu_{l}(\boldsymbol{s}) \tag{15}
\end{equation*}
$$

We note that in Eq. (11) we have retained only terms up to second order in the gradients as mentioned above and up to first order in $\delta \boldsymbol{n}$ as in the previous study [37]. Second order terms in $\delta \boldsymbol{n}$ will be required to discuss the effect of screening by particles on the interaction potential [38], which is beyond the scope of this work.

Noticing that $\delta \boldsymbol{n}\left(\boldsymbol{r}^{(p)}\right) \simeq\left(-u\left(\boldsymbol{r}^{(p)}\right) \sin q_{0} r_{z}^{(p)}, v\left(\boldsymbol{r}^{(p)}\right)\right.$, $\left.u\left(\boldsymbol{r}^{(p)}\right) \cos q_{0} r_{z}^{(p)}\right)$ [from Eq. (3)] and using Eq. (1), we obtain the resultant form of the surface energy as

$$
\begin{align*}
F_{s}= & \frac{1}{2} \sum_{p} \mathcal{A}_{k l}^{(p)}\left[n_{k}^{(0)}\left(\boldsymbol{r}^{(p)}\right) n_{l}^{(0)}\left(\boldsymbol{r}^{(p)}\right)\right] \\
& +\sum_{p}\left\{\frac{1}{2}\left(\mathcal{A}_{z z}^{(p)}-\mathcal{A}_{x x}^{(p)}\right)\left[u\left(\boldsymbol{r}^{(p)}\right) \sin 2 q_{0} r_{z}^{(p)}\right]\right. \\
& +\mathcal{A}_{x z}^{(p)}\left[u\left(\boldsymbol{r}^{(p)}\right) \cos 2 q_{0} r_{z}^{(p)}\right]+\mathcal{A}_{x y}^{(p)}\left[v\left(\boldsymbol{r}^{(p)}\right) \cos q_{0} r_{z}^{(p)}\right] \\
& \left.+\mathcal{A}_{y z}^{(p)}\left[v\left(\boldsymbol{r}^{(p)}\right) \sin q_{0} r_{z}^{(p)}\right]\right\} . \tag{16}
\end{align*}
$$

## B. Energy of one particle

Before proceeding to the calculation of the interaction between particles mediated by the elastic deformation of the director field, we discuss here the energy of one particle arising from the interaction between a liquid crystal and the particle surface. First let us consider the contribution from the first order terms in $W$. The first term of Eq. (16) corresponds to it and from Eq. (1) it can be expressed as

$$
\begin{align*}
& F_{s 0}^{(p)}\left(\boldsymbol{r}^{(p)}\right) \\
&= \frac{1}{2}\left(\alpha_{x x}^{(p)}+\beta_{z x x}^{(p)} \frac{\partial}{\partial r_{z}^{(p)}}+\gamma_{z z x x}^{(p)} \frac{\partial^{2}}{\partial\left(r_{z}^{(p)}\right)^{2}}\right) \cos ^{2} q_{0} r_{z}^{(p)} \\
&+\frac{1}{2}\left(\alpha_{z z}^{(p)}+\beta_{z z z}^{(p)} \frac{\partial}{\partial r_{z}^{(p)}}+\gamma_{z z z z}^{(p)} \frac{\partial^{2}}{\partial\left(r_{z}^{(p)}\right)^{2}}\right) \sin ^{2} q_{0} r_{z}^{(p)} \\
&+\left(\alpha_{x z}^{(p)}+\beta_{z x z}^{(p)} \frac{\partial}{\partial r_{z}^{(p)}}+\gamma_{z z x z}^{(p)} \frac{\partial^{2}}{\partial\left(r_{z}^{(p)}\right)^{2}}\right) \\
& \times \cos q_{0} r_{z}^{(p)} \sin q_{0} r_{z}^{(p)} . \tag{17}
\end{align*}
$$

Therefore, if the particle is highly symmetric so that

$$
\begin{gather*}
\alpha_{x x}^{(p)}=\alpha_{z z}^{(p)}, \quad \beta_{z x x}^{(p)}=\beta_{z z z}^{(p)}, \quad \gamma_{z z x x}^{(p)}=\gamma_{z z z z}^{(p)}, \\
\alpha_{x z}^{(p)}=\beta_{z x z}^{(p)}=\gamma_{z z x z}^{(p)}=0, \tag{18}
\end{gather*}
$$

then $F_{s 0}^{(p)}$ is independent of the particle position $\boldsymbol{r}^{(p)}$. Simple examples of a particle satisfying Eq. (18) are a spherical
particle and a cylindrical particle whose axis is parallel to the $y$ axis. In this case, to discuss the energetics of one particle, we have to take into account the contribution from the elastic deformation by the particles in liquid crystals, which is second order in $W$. It can be termed the self-energy and will be discussed briefly in the next subsection.

When Eq. (18) is not satisfied, $F_{s 0}^{(p)}$ is a nonuniform function of $\boldsymbol{r}^{(p)}$, which implies that the particle is attracted or repelled by the boundaries depending on the precise form of the geometry tensors $\alpha_{k l}^{(p)}, \beta_{j k l}^{(p)}$, and $\gamma_{i j k l}^{(p)}$. For instance, we consider a cylindrical particle with planar anchoring ( $W$ $>0$ ), whose axis is parallel to the $x$ axis and the radius is $a \ll d$. When the contribution of the ends of the cylinder can be neglected, $\alpha_{z z}^{(p)}>\alpha_{x x}^{(p)} \simeq 0, \gamma_{z z z z}^{(p)}>\gamma_{z z x x}^{(p)} \simeq 0, \quad$ and $\quad \alpha_{x z}^{(p)}$ $=\beta_{i j k}^{(p)}=\gamma_{z z x z}^{(p)}=0$, which leads to

$$
\begin{equation*}
F_{s 0}^{(p)} \simeq\left(\frac{1}{2} \alpha_{z z}^{(p)}-2 q_{0}^{2} \gamma_{z z z z}^{(p)}\right) \sin ^{2} q_{0} r_{z}^{(p)}+\text { const. } \tag{19}
\end{equation*}
$$

It is not difficult to show that $\gamma_{z z z z}^{(p)} / \alpha_{z z}^{(p)} \simeq 3 a^{2} / 8$; thus the first term in the parentheses of Eq. (19) dominates because $q_{0}^{2} a^{2} \sim(a / d)^{2} \ll 1$. Noticing that $\alpha_{z z}^{(p)}>0$, we can conclude that the energy of this cylinder is lower when $r_{z}^{(p)}$ is smaller, i.e., close to the lower plate. This is consistent with the intuitive argument that a cylinder with planar anchoring prefers its orientation along the director of the surrounding nematic liquid crystal. We also notice that the contribution from the self-energy cannot be neglected when the particle is sufficiently close to one of the boundaries that the elastic deformation of the liquid crystal is strong.

## C. Interaction energy

Now we proceed to the calculation of the elasticitymediated interaction energy. The total energy of the system $F$ is the sum of the bulk energy $F_{b}$ [Eq. (5)] and the surface energy [Eq. (16)]. We will denote the distortion profile that minimizes the total energy in the presence of particles by $\left(u_{\text {min }}\left(\boldsymbol{q}_{\perp}, q_{z}\right), v_{\min }\left(\boldsymbol{q}_{\perp}, q_{z}\right)\right)$, which can be determined through the conditions

$$
\begin{equation*}
\left.\frac{\delta\left(F_{b}+F_{s}\right)}{\delta u\left(\boldsymbol{q}_{\perp}, q_{z}\right)}\right|_{u_{\min }, v_{\min }}=\left.\frac{\delta\left(F_{b}+F_{s}\right)}{\delta v\left(\boldsymbol{q}_{\perp}, q_{z}\right)}\right|_{u_{\min }, v_{\min }}=0 . \tag{20}
\end{equation*}
$$

We find from calculation of Eq. (20) that the resultant distortion can be represented as a superposition of those due to one particle, that is, $u_{\text {min }}\left(\boldsymbol{q}_{\perp}, q_{z}\right)=\Sigma_{p} u_{\text {min }}^{(p)}$ and $v_{\text {min }}\left(\boldsymbol{q}_{\perp}, q_{z}\right)$ $=\Sigma_{p} v_{\min }^{(p)}$. Here $u_{\min }^{(p)}$ and $v_{\min }^{(p)}$ are the distortions due to a single particle $p$ and written as

$$
\begin{align*}
u_{\min }^{(p)}= & u_{\min }^{(p)}\left(\boldsymbol{q}_{\perp}, q_{z}=2 m q_{0}, \boldsymbol{r}^{(p)}\right) \\
= & -\frac{1}{K\left[\boldsymbol{q}_{\perp}^{2}+\left(2 m q_{0}\right)^{2}\right]} \mathcal{D}_{1}^{(p)} \sin 2 m q_{0} r_{z}^{(p)} \\
& \times \exp \left(-i \boldsymbol{q}_{\perp} \cdot \boldsymbol{r}_{\perp}^{(p)}\right),  \tag{21}\\
v_{\min }^{(p)}= & v_{\min }^{(p)}\left(\boldsymbol{q}_{\perp}, q_{z}=2 m q_{0}, \boldsymbol{r}^{(p)}\right) \\
= & -\frac{1}{K\left[\boldsymbol{q}_{\perp}^{2}+\left(4 m^{2}-1\right) q_{0}^{2}\right]} \mathcal{D}_{2}^{(p)} \sin 2 m q_{0} r_{z}^{(p)} \\
& \times \exp \left(-i \boldsymbol{q}_{\perp} \cdot \boldsymbol{r}_{\perp}^{(p)}\right), \tag{22}
\end{align*}
$$

where we have defined the operators

$$
\begin{align*}
\mathcal{D}_{1}^{(p)} g\left(\boldsymbol{r}^{(p)}\right)= & \frac{1}{2}\left(\mathcal{A}_{z z}^{(p)}-\mathcal{A}_{x x}^{(p)}\right)\left[g\left(\boldsymbol{r}^{(p)}\right) \sin 2 q_{0} r_{z}^{(p)}\right] \\
& +\mathcal{A}_{x z}^{(p)}\left[g\left(\boldsymbol{r}^{(p)}\right) \cos 2 q_{0} r_{z}^{(p)}\right],  \tag{23}\\
\mathcal{D}_{2}^{(p)} g\left(\boldsymbol{r}^{(p)}\right)= & \mathcal{A}_{x y}^{(p)}\left[g\left(\boldsymbol{r}^{(p)}\right) \cos q_{0} r_{z}^{(p)}\right] \\
& +\mathcal{A}_{y z}^{(p)}\left[g\left(\boldsymbol{r}^{(p)}\right) \sin q_{0} r_{z}^{(p)}\right], \tag{24}
\end{align*}
$$

with $g$ being an arbitrary function.
The total energy can be obtained by substituting $u_{\min }\left(\boldsymbol{q}_{\perp}, q_{z}\right)$ and $v_{\min }\left(\boldsymbol{q}_{\perp}, q_{z}\right)$ into $F=F_{b}+F_{s}$, and the result is written as

$$
\begin{align*}
F= & \sum_{p} F_{s 0}^{(p)}-\frac{K}{2} \frac{1}{(2 \pi)^{2}} \int d^{2} \boldsymbol{q}_{\perp} \cdot \frac{2}{d} \sum_{m=1}^{\infty} \sum_{p} \sum_{p^{\prime}}\left\{\left[\boldsymbol{q}_{\perp}^{2}+\left(2 m q_{0}\right)^{2}\right] u_{\min }^{(p)}\left(\boldsymbol{q}_{\perp}, 2 m q_{0}, \boldsymbol{r}^{(p)}\right) u_{\min }^{\left(p^{\prime}\right)}\left(-\boldsymbol{q}_{\perp}, 2 m q_{0}, \boldsymbol{r}^{\left(p^{\prime}\right)}\right)\right. \\
& \left.+\left[\boldsymbol{q}_{\perp}^{2}+\left(4 m^{2}-1\right) q_{0}^{2}\right] v_{\min }^{(p)}\left(\boldsymbol{q}_{\perp}, 2 m q_{0}, \boldsymbol{r}^{(p)}\right) v_{\min }^{\left(p^{\prime}\right)}\left(-\boldsymbol{q}_{\perp}, 2 m q_{0}, \boldsymbol{r}^{\left(p^{\prime}\right)}\right)\right\}, \tag{25}
\end{align*}
$$

where $F_{s 0}^{(p)}$ is the energy due to the anchoring on the surface of the particle and is given in Eq. (17). It can be further rewritten as $F=\Sigma_{p} F_{1}^{(p)}+\Sigma_{p<p^{\prime}} U_{p p^{\prime}}$ with $F_{1}^{(p)}$ and $U_{p p}$ being the energy of one particle $p$ and the pairwise interaction energy between particles $p$ and $p^{\prime}$, respectively. The former is given by

$$
\begin{align*}
F_{1}^{(p)}\left(\boldsymbol{r}^{(p)}\right)= & F_{s 0}^{(p)}\left(\boldsymbol{r}^{(p)}\right)-\frac{K}{2} \frac{1}{(2 \pi)^{2}} \int d^{2} \boldsymbol{q}_{\perp} \cdot \frac{2}{d} \sum_{m=1}^{\infty}\left\{\left[\boldsymbol{q}_{\perp}^{2}+\left(2 m q_{0}\right)^{2}\right] u_{\min }^{(p)}\left(\boldsymbol{q}_{\perp}, 2 m q_{0}, \boldsymbol{r}^{(p)}\right) u_{\min }^{(p)}\left(-\boldsymbol{q}_{\perp}, 2 m q_{0}, \boldsymbol{r}^{(p)}\right)\right. \\
& \left.+\left[\boldsymbol{q}_{\perp}^{2}+\left(4 m^{2}-1\right) q_{0}^{2}\right] v_{\min }^{(p)}\left(\boldsymbol{q}_{\perp}, 2 m q_{0}, \boldsymbol{r}^{(p)}\right) v_{\min }^{(p)}\left(-\boldsymbol{q}_{\perp}, 2 m q_{0}, \boldsymbol{r}^{(p)}\right)\right\} . \tag{26}
\end{align*}
$$

The second term of Eq. (26) is the self-energy due to the elastic deformation of the director field. Using Eqs. (21) and (22) and taking into account the double count in the summation $\Sigma_{p} \Sigma_{p^{\prime}}$, we can write the interaction energy $U_{p p^{\prime}}$ as

$$
\begin{align*}
U_{p p^{\prime}}\left(\boldsymbol{r}^{(p)}, \boldsymbol{r}^{\left(p^{\prime}\right)}\right)= & -\frac{1}{K} \frac{1}{(2 \pi)^{2}} \int d^{2} \boldsymbol{q}_{\perp} \cdot \frac{2}{d} \sum_{m=1}^{\infty}\left[\frac{1}{\boldsymbol{q}_{\perp}^{2}+\left(2 m q_{0}\right)^{2}} \mathcal{D}_{1}^{(p)} \mathcal{D}_{1}^{\left(p^{\prime}\right)}+\frac{1}{\boldsymbol{q}_{\perp}^{2}+\left(4 m^{2}-1\right) q_{0}^{2}} \mathcal{D}_{2}^{(p)} \mathcal{D}_{2}^{\left(p^{\prime}\right)}\right] \\
& \times \sin 2 m q_{0} r_{z}^{(p)} \sin 2 m q_{0} r_{z}^{\left(p^{\prime}\right)} \exp \left[-i \boldsymbol{q}_{\perp} \cdot\left(\boldsymbol{r}_{\perp}^{(p)}-\boldsymbol{r}_{\perp}^{\left(p^{\prime}\right)}\right)\right] \tag{27}
\end{align*}
$$

After some calculations presented in the Appendix, we obtain

$$
\begin{align*}
U_{p p^{\prime}}\left(\boldsymbol{r}^{(p)}, \boldsymbol{r}^{\left(p^{\prime}\right)}\right)= & -\frac{1}{4 \pi K}\left\{\mathcal{D}_{1}^{(p)} \mathcal{D}_{1}^{\left(p^{\prime}\right)}\left[h_{1}\left(\left|\boldsymbol{r}_{\perp}^{\left(p p^{\prime}\right)}\right|, r_{z}^{(p)}-r_{z}^{\left(p^{\prime}\right)}\right)-h_{1}\left(\left|\boldsymbol{r}_{\perp}^{\left(p p^{\prime}\right)}\right|, r_{z}^{(p)}+r_{z}^{\left(p^{\prime}\right)}\right)\right]\right. \\
& \left.+\mathcal{D}_{2}^{(p)} \mathcal{D}_{2}^{\left(p^{\prime}\right)}\left[h_{2}\left(\left|\boldsymbol{r}_{\perp}^{\left(p p^{\prime}\right)}\right|, r_{z}^{(p)}-r_{z}^{\left(p^{\prime}\right)}\right)-h_{2}\left(\left|\boldsymbol{r}_{\perp}^{\left(p p^{\prime}\right)}\right|, r_{z}^{(p)}+r_{z}^{\left(p^{\prime}\right)}\right)\right]\right\}, \tag{28}
\end{align*}
$$

where $\boldsymbol{r}_{\perp}^{\left(p p^{\prime}\right)}=\boldsymbol{r}_{\perp}^{(p)}-\boldsymbol{r}_{\perp}^{\left(p^{\prime}\right)}$ and

$$
\begin{align*}
h_{1}(\xi, \eta)= & \frac{1}{\sqrt{\xi^{2}+\eta^{2}}}+\sum_{m=1}^{\infty}\left\{\frac{1}{\sqrt{\xi^{2}+(\eta-2 m d)^{2}}}\right. \\
& \left.+\frac{1}{\sqrt{\xi^{2}+(\eta+2 m d)^{2}}}-\frac{1}{m d}\right\} \tag{29}
\end{align*}
$$

$$
\begin{aligned}
h_{2}(\xi, \eta)= & \frac{\cos \left(q_{0} \sqrt{\xi^{2}+\eta^{2}}\right)}{\sqrt{\xi^{2}+\eta^{2}}} \\
& +\sum_{m=1}^{\infty}\left\{\frac{\cos \left[q_{0} \sqrt{\xi^{2}+(\eta-2 m d)^{2}}\right]}{\sqrt{\xi^{2}+(\eta-2 m d)^{2}}}\right. \\
& \left.+\frac{\cos \left[q_{0} \sqrt{\xi^{2}+(\eta+2 m d)^{2}}\right]}{\sqrt{\xi^{2}+(\eta+2 m d)^{2}}}\right\} .
\end{aligned}
$$

We note that $h_{2}(\xi, \eta)$ is associated with the variable $v$ and its oscillating nature may be attributed to the presence of a negative contribution $-q_{0}^{2} v^{2}$ in the free energy (5). This negative contribution reflects the fact that the initial deformed state is not a ground state and stabilized by the imposed boundary conditions as argued above. Although of course we cannot draw a general conclusion from this specific example, this kind of oscillation in the interaction potential might be a universal property in a deformed liquid crystal.

The self-energy, the second term of Eq. (26), is formally written as $\left.(1 / 2) U_{p p^{\prime}}\left(\boldsymbol{r}^{(p)}, \boldsymbol{r}^{\left(p^{\prime}\right)}\right)\right|_{\boldsymbol{r}^{(p)}=\boldsymbol{r}^{\left(p^{\prime}\right)}}$ and is regarded as the energy of the elasticity-mediated interaction between the particle and the confining surfaces. Evidently, however, it is not well defined due to the singular terms in Eqs. (29) and (30). Unfortunately, these singularities cannot be safely removed because they depend on $r_{z}^{(p)}$ through the operators $\mathcal{D}_{1,2}^{(p)}$. To discuss the self-energy properly, one must go back to Eq. (26) and introduce some cutoff in both the integral with respect to $\boldsymbol{q}_{\perp}$ and the summation with respect to $m$.

In a uniform nematic, the equations determining the equilibrium distortion profile [the same as Eq. (20)] are Poisson equations [37] and we can utilize the analogy with electrostatics. Then the interaction between a particle and a surface is equal to that between the particle and its image with the same sign and is always repulsive. In the case of a spherical particle this interaction energy can be explicitly written, apart from a numerical factor, as $U \sim\left(W r_{0}^{4}\right)^{2} / K R^{5}$, with $r_{0}$ and $R$ being the particle radius and the distance between the particle and the wall, respectively [see also Eq. (37) below]. As in Sec. III A below, we can expect that the result above for a uniform nematic can be applied to our case of a deformed nematic when $R$ is sufficiently smaller than $d$, the distance between the confining surfaces. The equilibrium distance between a particle and a surface is determined by the balance between this elastic force and others such as gravity, buoyancy, and the van der Waals force [28].

## III. DISCUSSION

Since the resultant form of the interaction energy (28) is still complicated, we restrict the discussion below to several specific cases. Moreover, we consider only the simple case of spherical particles with equal radius $r_{0}$. Then a straightforward calculation yields

$$
\begin{gather*}
\frac{1}{2}\left(\mathcal{A}_{z z}^{(p)}-\mathcal{A}_{x x}^{(p)}\right)=\Gamma\left[\left(\partial_{z}^{(p)}\right)^{2}-\left(\partial_{x}^{(p)}\right)^{2}\right],  \tag{31}\\
\mathcal{A}_{i j}^{(p)}=2 \Gamma \partial_{i}^{(p)} \partial_{j}^{(p)} \quad(i \neq j), \tag{32}
\end{gather*}
$$

with $\Gamma \equiv 4 \pi W r_{0}^{4} / 15$ and $\partial_{j}^{(p)} \equiv \partial / \partial r_{j}^{(p)}$, which leads to

$$
\begin{align*}
\mathcal{D}_{1}^{(p)} g\left(\boldsymbol{r}^{(p)}\right)= & \Gamma\left\{\sin 2 q_{0} r_{z}^{(p)}\left[\left(\partial_{z}^{(p)}\right)^{2}-\left(\partial_{x}^{(p)}+2 q_{0}\right)^{2}\right]\right. \\
& \left.+2 \cos 2 q_{0} r_{z}^{(p)}\left(\partial_{x}^{(p)}+2 q_{0}\right) \partial_{z}^{(p)}\right\} g\left(\boldsymbol{r}^{(p)}\right), \tag{33}
\end{align*}
$$

$$
\begin{align*}
\mathcal{D}_{2}^{(p)} g\left(\boldsymbol{r}^{(p)}\right)= & 2 \Gamma\left\{\cos q_{0} r_{z}^{(p)}\left(\partial_{x}^{(p)}+q_{0}\right)\right. \\
& \left.+\sin q_{0} r_{z}^{(p)} \partial_{z}^{(p)}\right\} \partial_{y}^{(p)} g\left(\boldsymbol{r}^{(p)}\right) \tag{34}
\end{align*}
$$

## A. The case with $\left|r^{(p)}-\boldsymbol{r}^{\left(p^{\prime}\right)}\right| \rightarrow 0$

When we are interested in the limiting case with $\mid \boldsymbol{r}^{(p)}$ $-\boldsymbol{r}^{\left(p^{\prime}\right)} \mid \rightarrow 0$ (to be more precise, $\left|\boldsymbol{r}^{(p)}-\boldsymbol{r}^{\left(p^{\prime}\right)}\right| \ll d$ ), we have to retain only the singular contributions in Eq. (28). Noticing that the summations in Eqs. (29) and (30) remain finite for $x, y \rightarrow 0$, we have

$$
\begin{equation*}
U_{p p^{\prime}} \simeq-\frac{1}{4 \pi K}\left[\mathcal{D}_{1}^{(p)} \mathcal{D}_{1}^{\left(p^{\prime}\right)} \frac{1}{r^{\left(p p^{\prime}\right)}}+\mathcal{D}_{2}^{(p)} \mathcal{D}_{2}^{\left(p^{\prime}\right)} \frac{\cos q_{0} r^{\left(p p^{\prime}\right)}}{r^{\left(p p^{\prime}\right)}}\right] \tag{35}
\end{equation*}
$$

where $r^{\left(p p^{\prime}\right)}=\left|\boldsymbol{r}^{\left(p p^{\prime}\right)}\right| \equiv\left|\boldsymbol{r}^{(p)}-\boldsymbol{r}^{\left(p^{\prime}\right)}\right|$ is the distance between particles $p$ and $p^{\prime}$. Since in this case $q_{0} \ll \partial_{i}^{(p)} \sim 1 / r^{\left(p p^{\prime}\right)}$ and $\partial_{i}^{(p)} f\left(\boldsymbol{r}^{\left(p p^{\prime}\right)}\right)=-\partial_{i}^{\left(p^{\prime}\right)} f\left(\boldsymbol{r}^{\left(p p^{\prime}\right)}\right)$ with $f$ being an arbitrary function, the operators $\mathcal{D}_{1}^{(p)}$ and $\mathcal{D}_{2}^{(p)}$ can be greatly simplified to yield

$$
\begin{equation*}
U_{p p^{\prime}} \simeq-\frac{\Gamma^{2}}{\pi K}\left(\boldsymbol{n} \cdot \frac{\partial}{\partial \boldsymbol{r}^{(p)}}\right)^{2}\left(\boldsymbol{n} \times \frac{\partial}{\partial \boldsymbol{r}^{(p)}}\right)^{2} \frac{1}{r^{\left(p p^{\prime}\right)}} \tag{36}
\end{equation*}
$$

where $\boldsymbol{n} \equiv \boldsymbol{n}^{(0)}\left[\left(\boldsymbol{r}^{(p)}+\boldsymbol{r}^{\left(p^{\prime}\right)}\right) / 2\right]$ is the director of the ground state [Eq. (1)] at $\boldsymbol{r}=\left(\boldsymbol{r}^{(p)}+\boldsymbol{r}^{\left(p^{\prime}\right)}\right) / 2$. After a straightforward calculation of Eq. (36), we obtain

$$
\begin{align*}
U_{p p^{\prime}} \simeq & \frac{3 \Gamma^{2}}{\pi K\left(r^{\left(p p^{\prime}\right)}\right)^{9}}\left[8\left(\boldsymbol{n} \cdot \boldsymbol{r}^{\left(p p^{\prime}\right)}\right)^{4}-24\left(\boldsymbol{n} \cdot \boldsymbol{r}^{\left(p p^{\prime}\right)}\right)^{2}\right. \\
& \left.\times\left(\boldsymbol{n} \times \boldsymbol{r}^{\left(p p^{\prime}\right)}\right)^{2}+3\left(\boldsymbol{n} \times \boldsymbol{r}^{\left(p p^{\prime}\right)}\right)^{4}\right] . \tag{37}
\end{align*}
$$

From Eq. (37) it can be shown that when we set $\cos \theta$ $=\left(\boldsymbol{n} \cdot \boldsymbol{r}^{\left(p p^{\prime}\right)}\right) / r^{\left(p p^{\prime}\right)}$, the interaction is attractive when (30 $+4 \sqrt{30}) / 70<\cos ^{2} \theta<(30+4 \sqrt{30}) / 70 \quad\left(30.56^{\circ}<|\theta|<70.12^{\circ}\right.$ or $109.88^{\circ}<|\theta|<149.44^{\circ}$ ) and repulsive otherwise.

It is important to note that Eq. (37) is equivalent to the form of the interaction between spherical particles introduced in a nematic liquid crystal uniformly aligned along the $\boldsymbol{n}$ direction [37]. This result is quite natural because the nematic liquid crystal close to the particles is indeed oriented locally along the $\boldsymbol{n}$ direction. However, when we consider the usual experimental conditions [28], we encounter situations with $\left|\boldsymbol{r}_{\perp}^{\left(p p^{\prime}\right)}\right| \gtrsim r_{z}^{(p)}$ when the particles lie close to the lower confining plate and $\left|\boldsymbol{r}_{\perp}^{\left(p p^{\prime}\right)}\right| \gtrsim d-r_{z}^{(p)}$ when the particles are near the upper plate. Then the terms dropped in the above discussion cannot be safely neglected because $h_{1}\left(\left|\boldsymbol{r}_{\perp}^{\left(p p^{\prime}\right)}\right|, r_{z}^{(p)}+r_{z}^{\left(p^{\prime}\right)}\right)$ has a singular term like $1 / \sqrt{\left|\boldsymbol{r}_{\perp}^{\left(p p^{\prime}\right)}\right|^{2}+\left(r_{z}^{(p)}+r_{z}^{\left(p^{\prime}\right)}\right)^{2}}$ in the former case and $1 / \sqrt{\left|\boldsymbol{r}_{\perp}^{\left(p p^{\prime}\right)}\right|^{2}+\left(2 d-r_{z}^{(p)}-r_{z}^{\left(p^{\prime}\right)}\right)^{2}}$ in the latter [a similar argument holds also for $\left.h_{2}\left(\left|\boldsymbol{r}_{\perp}^{\left(p p^{\prime}\right)}\right|, r_{z}^{(p)}+r_{z}^{\left(p^{\prime}\right)}\right)\right]$. A full analysis of the interaction energy requires numerical calculations and it will be given in a following subsection.

## B. The case with $\left|r^{(p)}-\boldsymbol{r}^{\left(p^{\prime}\right)}\right| \rightarrow \infty$

In discussing the asymptotic behaviors for $\left|\boldsymbol{r}^{(p)}-\boldsymbol{r}^{\left(p^{\prime}\right)}\right|$ $\rightarrow \infty$, it will be convenient to get back to the form of Eq. (A2) together with Eqs. (A3) and (A4) in the Appendix. Since the modified Bessel function $K_{0}(x)$ decays fast to behave as $K_{0}(x) \sim e^{-x} \sqrt{\pi / 2 x}$ for $x \rightarrow \infty$, only the first terms ( $m=1$ ) in Eqs. (A3) and (A4) will be relevant and the resultant form of the interaction energy is

$$
\begin{align*}
U_{p p^{\prime}} \simeq & -\frac{1}{2 \pi K d}\left(\mathcal{D}_{1}^{(p)} \mathcal{D}_{1}^{\left(p^{\prime}\right)} K_{0}\left(2 q_{0}\left|\boldsymbol{r}_{\perp}^{\left(p p^{\prime}\right)}\right|\right)\right. \\
& \times\left\{\cos \left[2 q_{0}\left(r_{z}^{(p)}-r_{z}^{\left(p^{\prime}\right)}\right)\right]-\cos \left[2 q_{0}\left(r_{z}^{(p)}+r_{z}^{\left(p^{\prime}\right)}\right)\right]\right\} \\
& +\mathcal{D}_{2}^{(p)} \mathcal{D}_{2}^{\left(p^{\prime}\right)} K_{0}\left(\sqrt{3} q_{0}\left|\boldsymbol{r}_{\perp}^{\left(p p^{\prime}\right)}\right|\right) \\
& \left.\times\left\{\cos \left[2 q_{0}\left(r_{z}^{(p)}-r_{z}^{\left(p^{\prime}\right)}\right)\right]-\cos \left[2 q_{0}\left(r_{z}^{(p)}+r_{z}^{\left(p^{\prime}\right)}\right)\right]\right\}\right) \tag{38}
\end{align*}
$$

Here we do not give a detailed discussion of the form of Eq. (38) but simply notice the absence of long-range interaction in our system, which is definitely attributed to the forbidding of the fluctuation of Goldstone type due to the boundary conditions as argued in Sec. II A.

## C. Numerical analysis for $\boldsymbol{r}_{z}^{(p)}=\boldsymbol{r}_{z}^{\left(p^{\prime}\right)}$

As noted in Sec. III A, further analytical treatment of the resultant energy $U_{p p^{\prime}}$ is unfortunately almost impossible because Eq. (28) contains unsolvable infinite series as well as fourth-order derivatives. Moreover, the interaction energy is dependent on four independent variables $\left(\boldsymbol{r}^{\left(p p^{\prime}\right)}\right)_{x, y}, r_{z}^{(p)}$, and $r_{z}^{\left(p^{\prime}\right)}$. Therefore it is unrealistic to discuss the behavior of the interaction energy $U_{p p^{\prime}}$ in this four-dimensional space. Here we consider the situation where the two particles lie in a plane parallel to the confining plates so that $r_{z}^{(p)}=r_{z}^{\left(p^{\prime}\right)}$, which can be realized more easily in experiments.

We first note that the numerical results presented below have been obtained with the aid of MAPLE 6.01 . We also notice that in the numerical evaluations the infinite series $\sum_{m=1}^{\infty}$ have been replaced by summations of the first 200 terms $\sum_{m=1}^{200}$ and we observed almost no difference from the results obtained by taking the summations of the first 100 terms. Therefore the contribution to the summation from terms with $m>100$ can be safely neglected in the arguments below.

Before presenting the numerical results, we discuss the asymptotic behavior of the interaction energy at $r^{\left(p p^{\prime}\right)} \rightarrow 0$ using the result of Sec. III A. In our case where $r_{z}^{(p)}$ $=r_{z}^{\left(p^{\prime}\right)}$, we can write the interparticle distance as $\boldsymbol{r}^{\left(p p^{\prime}\right)}$ $=(r \cos \phi, r \sin \phi, 0)$ (hereafter we abbreviate $r^{\left(p p^{\prime}\right)}$ as $\left.r\right)$ and $\cos \theta=\left(\boldsymbol{n} \cdot \boldsymbol{r}^{\left(p p^{\prime}\right)}\right) / r=\cos \phi \cos \left(q_{0} r_{z}^{(p)}\right)$. Then if $\cos ^{2}\left(q_{0} r_{z}^{(p)}\right)$ $<(30-4 \sqrt{30}) / 70$, i.e., $r_{z}^{(p)}>0.779 d, \cos ^{2} \theta<(30-4 \sqrt{30}) /$ 70 is always satisfied and the interaction is repulsive at $r^{\left(p p^{\prime}\right)} \rightarrow 0$ for all $\phi$. We will denote this region $r_{z}^{(p)}$ $>0.779$ d as region I . On the other hand, when ( 30 $-4 \sqrt{30}) / 70<\cos ^{2}\left(q_{0} r_{z}^{(p)}\right)<(30+4 \sqrt{30}) / 70$, that is, $0.340 d$
$<r_{z}^{(p)}<0.779 d$, we can determine the angle $\phi_{1}$ that satisfies

$$
\begin{equation*}
\cos ^{2}\left(q_{0} r_{z}^{(p)}\right) \cos ^{2} \phi_{1}=\frac{30-4 \sqrt{30}}{70} \tag{39}
\end{equation*}
$$

and at $r^{\left(p p^{\prime}\right)} \rightarrow 0$ the interaction is attractive when $|\cos \phi|$ $>\left|\cos \phi_{1}\right|$ and repulsive otherwise. The region $0.340 d<r_{z}^{(p)}$ $<0.779 d$ will be denoted as region II below. Finally, when $\cos ^{2}\left(q_{0} r_{z}^{(p)}\right)>(30+4 \sqrt{30}) / 70$, i.e., $r_{z}^{(p)}<0.340 d$, we can define $\phi_{2}$ so that

$$
\begin{equation*}
\cos ^{2}\left(q_{0} r_{z}^{(p)}\right) \cos ^{2} \phi_{2}=\frac{30+4 \sqrt{30}}{70} \tag{40}
\end{equation*}
$$

and at $r^{\left(p p^{\prime}\right)} \rightarrow 0$ the interaction is attractive when $\left|\cos \phi_{1}\right|$ $<|\cos \phi|<\left|\cos \phi_{2}\right|$ and repulsive otherwise. This region will be denoted as region III.

In Fig. 2 we plot the reduced interaction energy $\bar{U}_{p p^{\prime}}$ $\equiv 4 \pi K d^{5} U_{p p^{\prime}} / \Gamma^{2}$ as a function of the interparticle distance $r$ for fixed $\phi$ in the case of $r_{z}^{(p)}=r_{z}^{\left(p^{\prime}\right)}=0.9 d$ and $0.8 d$, that is, the particles are in region I and close to the upper confining plate with homeotropic anchoring. Different curves in Fig. 2 correspond to different $\phi$. We find from Fig. 2 that $\bar{U}_{p p^{\prime}}$ has its minimum for $\phi$ smaller than some threshold value ( $\simeq 15^{\circ}$ and $30^{\circ}$ for $r_{z}^{(p)}=0.9 d$ and $0.8 d$, respectively) and purely repulsive otherwise. For $r \rightarrow 0$, the interaction is repulsive for all cases as argued above. When the interaction potential has its minimum, the minimum position $r$ becomes smaller and the absolute value of the minimum energy becomes larger for smaller $\phi$ and $r_{z}^{(p)}$. We also observe from the inset of Fig. 2(b) that a small maximum can also be present in the interaction potential and this oscillating nature may be attributed to the form of Eq. (30), containing trigonometric functions as mentioned in the previous section.

To observe the interaction energy landscape more clearly, we show contour plots of $\bar{U}_{p p^{\prime}}$ in Fig. 3. Because of symmetry, mirror planes are present in these contour plots and it is therefore sufficient to show only the region $r_{x}^{\left(p p^{\prime}\right)}, r_{y}^{\left(p p^{\prime}\right)}$ $>0$. It is obvious from Fig. 3 that $\bar{U}_{p p^{\prime}}$ has its minimum at some finite $r_{x}^{\left(p p^{\prime}\right)}$ with $r_{y}^{\left(p p^{\prime}\right)}=0$. This implies that two particles tend to align parallel to the $x$ axis (the direction of the fixed planar anchoring on one boundary) while keeping some finite distance. We also observe that the energy landscape is more deformed for $r_{z}^{(p)}\left(=r_{z}^{\left(p^{\prime}\right)}\right)=0.8 d$, which is consistent with the oscillatory potential curve in the inset of Fig. 2(b).

We emphasize that such a potential minimum as obtained here has never been observed in the previous theoretical studies concerning the interaction between particles mediated by the elastic deformation of nematic liquid crystals. Then, other mechanisms such as the hard-core (or soft-core) repulsion, which are irrelevant in liquid crystals, must be incorporated to discuss the formation of superstructures of particles in a liquid crystal. Although the formation of a chain structure with a well-defined interparticle distance observed in Refs. [8,13,26] can be attributed purely to the minimization of the elastic energy of nematic liquid crystals, the interparticle distance is determined by the balance between the dipole-dipole attraction and repulsion arising from the


FIG. 2. Reduced pairwise interaction energy $\bar{U}_{p p^{\prime}}$ $\equiv 4 \pi K d^{5} U_{p p^{\prime}} / \Gamma^{2}$ as a function of reduced particle distance $r / d$ for (a) $r_{z}^{(p)}=r_{z}^{\left(p^{\prime}\right)}=0.9 d$ and (b) $r_{z}^{(p)}=r_{z}^{\left(p^{\prime}\right)}=0.8 d$ (region I). The numbers indicate the angle $\phi$ between $\boldsymbol{r}^{\left(p p^{\prime}\right)}$ and the $x$ axis. The inset of (b) is a magnified plot for $\phi=30^{\circ}$.
unfavorable elastic deformation due to the presence of topological defects. The situation is therefore different from ours because we deal with the case of weak anchoring and no topological defects. We also point out that in Ref. [28] the formation of a crystal structure by glycerol droplets was attributed to the coexistence of a dipole-dipole attraction and a quadrupole-quadrupole repulsion between droplets. In their interpretation, however, the dipole-dipole interaction can be present only in the case of particles with lower symmetries (they regard the highly distorted region as a particle) and in our case we deal with particles with a spherical symmetry. Therefore we believe that we have presented an example of the possibility of forming a superstructure of particles in a liquid crystal of a completely different origin from previous examples.

We also present the interaction energy for region II with $r_{z}^{(p)}=r_{z}^{\left(p^{\prime}\right)}=0.75 d, 0.5 d$, and $0.35 d$ in Figs. 4 and 5. Note that $\phi_{1}=27.33^{\circ}, 61.26^{\circ}$, and $66.50^{\circ}$ for $r_{z}^{(p)}=0.75 d, 0.5 d$, and $0.35 d$, respectively. As discussed above, the interaction is repulsive for $\phi>\phi_{1}$ and attractive for $\phi<\phi_{1}$ at $r \rightarrow 0$. From Fig. 4 we can also observe a potential minimum as in region I for $\phi$ larger than but close to $\phi_{1}$, and it becomes less evident and eventually vanishes in some cases with larger $\phi$. The oscillating behavior of the interaction potential


FIG. 3. Contour plots of the reduced interaction energy $\bar{U}_{p p^{\prime}}$ for (a) $r_{z}^{(p)}=r_{z}^{\left(p^{\prime}\right)}=0.9 d$ and (b) $r_{z}^{(p)}=r_{z}^{\left(p^{\prime}\right)}=0.8 d$ corresponding to Fig. 2 (region I). Here $r_{x}$ and $r_{y}$ are the abbreviations of $r_{x}^{\left(p p^{\prime}\right)}$ and $r_{y}^{\left(p p^{\prime}\right)}$, respectively. The numbers in the plots are the values of $\bar{U}_{p p^{\prime}}$. For clarity we have plotted only curves with $\bar{U}_{p p^{\prime}} \leqslant 0$.
is also present, as can be seen in the insets of Figs. 4(a) and 4(c). The complexity of the interaction landscape is more evident in Fig. 5, which shows that it is sensitively dependent on the $z$ coordinate of the particle position. We also observe from Fig. 5(b) that the interaction can be attractive even at $\phi=90^{\circ}$ in the case of $r_{z}^{(p)}=r_{z}^{\left(p^{\prime}\right)}=0.5 d$, although this attraction is rather weak as can be seen from Fig. 4(b).

Finally, in Figs. 6 and 7 we show the interaction energy of particles in region III, close to the lower confining plates with planar anchoring for $r_{z}^{(p)}=r_{z}^{\left(p^{\prime}\right)}=0.32 d$ and $0.1 d$. We notice that $\left(\phi_{1}, \phi_{2}\right)=\left(67.17^{\circ}, 10.68^{\circ}\right)$ and $\left(69.87^{\circ}, 29.32^{\circ}\right)$ for $r_{z}^{(p)}=0.32 d$ and $0.1 d$, respectively. The interaction at $r$ $\rightarrow 0$ is attractive for $\phi_{2}<\phi<\phi_{1}$ and repulsive otherwise as discussed above. From Figs. 6(b) and 6(d) we notice that the behavior of the interaction around $\phi_{1}$ is similar to that in the case of region II. However, it can be seen from Figs. 6(a) and 6(c) the interaction potential close to $\phi_{2}$ sensitively depends on $\phi$ as well as $r_{z}^{(p)}$. In the case of $r_{z}^{(p)}=0.32 d$, the interaction potential has its minimum for all $\phi<\phi_{2}$ and is a monotonic function for $\phi>\phi_{2}$. On the other hand, we find that for $r_{z}^{(p)}=0.1 d$ the interaction potential is repulsive and monotonic for $\phi \leq 20^{\circ}$, and a potential minimum appears at $\phi$ $\simeq 25^{\circ}$, whose value becomes smaller rapidly with increasing $\phi$ before reaching $\phi_{2}$. We also observe that at $\phi=30^{\circ}$ the interaction possesses a large maximum in contrast to the other cases (notice the difference in the vertical scale from


(c)


FIG. 4. The same as Fig. 2 for (a) $r_{z}^{(p)}=r_{z}^{\left(p^{\prime}\right)}=0.75 d$, (b) $r_{z}^{(p)}$ $=r_{z}^{\left(p^{\prime}\right)}=0.5 d$, and (c) $r_{z}^{(p)}=r_{z}^{\left(p^{\prime}\right)}=0.35 d$ (region II). The insets are magnified plots for (a) $r_{z}^{(p)}=r_{z}^{\left(p^{\prime}\right)}=0.75 d, \phi=45^{\circ}$ and (c) $r_{z}^{(p)}$ $=r_{z}^{\left(p^{\prime}\right)}=0.35 d, \phi=67^{\circ}$.
the other graphs). The interaction landscape given in Fig. 7 also shows its complexity and the sensitive dependence on the $z$ coordinate of the particles as in region II. A weak attractive interaction as argued above and found in Fig. 5(b) $\left(r_{z}^{(p)}=0.5 d\right)$ is also present in region III. However, the direction along which it exists is different according to $r_{z}^{(p)}$ : $\phi=0^{\circ}$ for $r_{z}^{(p)}=0.32 d$ and $\phi=90^{\circ}$ for $r_{z}^{(p)}=0.1 d$.

(b)
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FIG. 5. The same as Fig. 3 for (a) $r_{z}^{(p)}=r_{z}^{\left(p^{\prime}\right)}=0.75 d$, (b) $r_{z}^{(p)}$ $=r_{z}^{\left(p^{\prime}\right)}=0.5 d$, and (c) $r_{z}^{(p)}=r_{z}^{\left(p^{\prime}\right)}=0.35 d$ corresponding to Fig. 4 (region II).

## IV. CONCLUDING REMARKS

To investigate the effect of the initial deformation of a liquid crystal on the formation of superstructures of particles immersed in it, we calculated the interaction energy between particles induced by the elastic deformation of a nematic liquid crystal confined in a cell with hybrid boundary conditions, strong homeotropic anchoring on the surface of one


FIG. 6. The same as Figs. 2 and 4 for (a),(b) $r_{z}^{(p)}=r_{z}^{\left(p^{\prime}\right)}=0.32 d$ and (c),(d) $r_{z}^{(p)}=r_{z}^{\left(p^{\prime}\right)}=0.1 d$ (region III). The curves have been given separately for the same $r_{z}^{(p)}$ just for clarity of the presentation.
confining plate, and strong planar anchoring with fixed inplane orientation on the other. In the case of weak anchoring on the particle surface and the resultant weak elastic deformation of the director field, we obtained an analytic formula [Eq. (28)] for the interaction energy. The interaction energy has a much more complex form than in the case of uniform nematics or smectics in previous theoretical studies, which reflects the presence of the initial deformed structure of a nematic liquid crystal due to the boundary conditions. We showed by numerical evaluation of Eq. (28) that the interaction potential crucially and sensitively depends on how the two particles are placed with respect to the deformed structure of a nematic liquid crystal and shows a rich and nontrivial potential landscape. One of the significant characteristics is that under appropriately chosen conditions the interaction potential can have a minimum, in contrast with those in previous theoretical studies concerning the elasticity-mediated interaction in liquid crystals. This complex interaction might significantly influence the aggregation kinetics as well as the equilibrium structure of colloidal particles.

Recent experiments by Nazarenko et al. [28] show the formation of a crystal structure of droplets in a hybrid cell. The density of droplets in the crystalline hexagonal structure they observe is quite high. Our results anticipate such a hexagonal structure only when the particles are confined to give high density near the upper homeotropic boundary in region
I. As shown in Fig. 2(a), the interaction sensitively depends on $\phi$, the angle between the distance $\boldsymbol{r}^{\left(p p^{\prime}\right)}$ and the direction of the planar anchoring on the lower boundary, at distances larger than the cell spacing $d$. The interaction is purely repulsive for shorter distances. So if the particles are confined at high density, the particles should form slightly deformed hexagonal ordering due to repulsive interaction. When the density is low, we anticipate the formation of a chainlike superstructure in the same region (close to the upper homeotropic boundary), due to the interaction with the potential minimum at $\phi=0$, which is parallel to the direction of planar anchoring at the lower boundary.

We also point out several causes that can make the experimental results [28] different from our calculation. One is that in the experiments the in-plane orientation on the lower boundary is not fixed and depends on the preparation of the experimental system. A similar calculation with this tangential boundary condition imposed on the lower plate is possible and a qualitatively different result is expected because in that case the rotation associated with $v$ in Eq. (3) becomes a Goldstone mode. However, in the course of the calculation we will suffer from an infrared divergence associated with this Goldstone mode and a careful treatment will be necessary. One cannot rule out another possibility: that the inplane orientation on the lower boundary is not uniform, in which case analytical treatment will of course be far more difficult. Another possible reason for the difference from the

(b)


FIG. 7. The same as Figs. 3 and 5 for (a) $r_{z}^{(p)}=r_{z}^{\left(p^{\prime}\right)}=0.32 d$ and (b) $r_{z}^{(p)}=r_{z}^{\left(p^{\prime}\right)}=0.1 d$ corresponding to Fig. 6 (region III).
experimental results is that as noted in Ref. [28] the particle may not be treated as a sphere. Although the weak anchoring condition is satisfied in the experiment of Nazarenko et al. [28,44], for a relatively large droplet there might be a case where $|W| r_{0} / K \sim 1$ and our analyses cannot be justified. In such a case we have to deal with the particle as "coated" by the region with strong director deformation [38]. The "coat" will be deformed according to the initial director deformation of the nematic liquid crystal and the operators $\mathcal{D}_{1,2}^{(p)}$ in Eq. (28) will have a more complicated form than in our treatment for spherical particles presented in this paper.

In conclusion, we believe that we have proposed a different possibility of forming a superstructure of particles by deforming the liquid crystal in which the particles are immersed. Moreover, we have pointed out the possibility of the formation of a chain structure which might be observable in an experiment with carefully prepared boundary conditions and a low particle density. The energy of a deformed liquid crystal is higher than that of its ground state and the incorporation of foreign particles can relax the excess energy due to the imposed deformation, thus leading to the possibility of a richer variety of behaviors of foreign particles than in the case of an undeformed liquid crystal. To our knowledge, no attention has been paid so far to the effect of the deformation of a liquid crystal on the formation of superstructures of foreign particles, and we hope that experimental and theoretical studies in this direction will be promoted.
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## APPENDIX: EVALUATION OF $\boldsymbol{U}_{p p^{\prime}}$

By noticing the identity

$$
\begin{equation*}
\frac{1}{(2 \pi)^{2}} \int d^{2} \boldsymbol{q}_{\perp} \frac{e^{i \boldsymbol{q}_{\perp} \cdot \boldsymbol{r}_{\perp}}}{\boldsymbol{q}_{\perp}^{2}+a^{2}}=\frac{1}{2 \pi} K_{0}\left(a\left|\boldsymbol{r}_{\perp}\right|\right), \tag{A1}
\end{equation*}
$$

with $a$ being a positive number and $K_{0}$ the modified Bessel function of zeroth order, we can rewrite the interaction energy (27) as

$$
\begin{align*}
& U_{p p^{\prime}}\left(\boldsymbol{r}^{(p)}, \boldsymbol{r}^{\left(p^{\prime}\right)}\right) \\
&=-\frac{1}{2 \pi K d}\left\{\mathcal { D } _ { 1 } ^ { ( p ) } \mathcal { D } _ { 1 } ^ { ( p ^ { \prime } ) } \left[\widetilde{h}_{1}\left(\left|\boldsymbol{r}_{\perp}^{\left(p p^{\prime}\right)}\right|, r_{z}^{(p)}-r_{z}^{\left(p^{\prime}\right)}\right)\right.\right. \\
&\left.-\widetilde{h}_{1}\left(\left|\boldsymbol{r}_{\perp}^{\left(p p^{\prime}\right)}\right|, r_{z}^{(p)}+r_{z}^{\left(p^{\prime}\right)}\right)\right] \\
&+\mathcal{D}_{2}^{(p)} \mathcal{D}_{2}^{\left(p^{\prime}\right)}\left[\widetilde{h}_{2}\left(\left|\boldsymbol{r}_{\perp}^{\left(p p^{\prime}\right)}\right|, r_{z}^{(p)}-r_{z}^{\left(p^{\prime}\right)}\right)\right. \\
&\left.\left.-\widetilde{h}_{2}\left(\left|\boldsymbol{r}_{\perp}^{\left(p p^{\prime}\right)}\right|, r_{z}^{(p)}+r_{z}^{\left(p^{\prime}\right)}\right)\right]\right\}, \tag{A2}
\end{align*}
$$

where $\boldsymbol{r}_{\perp}^{\left(p p^{\prime}\right)}=\boldsymbol{r}_{\perp}^{(p)}-\boldsymbol{r}_{\perp}^{\left(p^{\prime}\right)}$ and we have defined

$$
\begin{gather*}
\widetilde{h}_{1}(\xi, \eta)=\sum_{m=1}^{\infty} K_{0}\left(2 m q_{0} \xi\right) \cos \left(2 m q_{0} \eta\right)  \tag{A3}\\
\widetilde{h}_{2}(\xi, \eta)=\sum_{m=1}^{\infty} K_{0}\left(2 \sqrt{m^{2}-\frac{1}{4}} q_{0} \xi\right) \cos \left(2 m q_{0} \eta\right) \tag{A4}
\end{gather*}
$$

Using the formula found in Ref. [45], we obtain

$$
\begin{align*}
\tilde{h}_{1}(\xi, \eta)= & \frac{1}{2}\left(\gamma+\ln \frac{q_{0} \xi}{2 \pi}\right)+\frac{\pi}{4 q_{0}} \frac{1}{\sqrt{\xi^{2}+\eta^{2}}} \\
& +\frac{\pi}{4 q_{0}} \sum_{m=1}^{\infty}\left\{\frac{1}{\sqrt{\xi^{2}+\left(\eta-m \pi / q_{0}\right)^{2}}}\right. \\
& \left.+\frac{1}{\sqrt{\xi^{2}+\left(\eta+m \pi / q_{0}\right)^{2}}}-\frac{2 q_{0}}{m \pi}\right\} \tag{A5}
\end{align*}
$$

where $\gamma$ is Euler's constant.
To evaluate Eq. (A4), we make use of the formula [46]

$$
\begin{equation*}
\int_{0}^{\infty} d \zeta \frac{\cos \left(p \sqrt{\zeta^{2}+X^{2}}\right)}{\sqrt{\zeta^{2}+X^{2}}} \cos (m \zeta)=K_{0}\left(\sqrt{m^{2}-p^{2}} X\right) \tag{A6}
\end{equation*}
$$

which holds for $X>0$ and $m>p>0$. By setting $p=1 / 2$, we have

$$
\begin{align*}
& \sum_{m=1}^{\infty} K_{0}\left(\sqrt{m^{2}-\frac{1}{4}} X\right) \cos (m Y) \\
& \quad=\int_{0}^{\infty} d \zeta \frac{\cos \left(\frac{1}{2} \sqrt{\zeta^{2}+X^{2}}\right)}{\sqrt{\zeta^{2}+X^{2}}} \sum_{m=1}^{\infty} \cos (m \zeta) \cos (m Y) \tag{A7}
\end{align*}
$$

Noticing the identity

$$
\begin{align*}
\sum_{m=1}^{\infty} \cos (m \zeta) \cos (m Y)= & -\frac{1}{2}+\frac{\pi}{2} \sum_{m=-\infty}^{\infty}[\delta(\zeta+Y-2 m \pi) \\
& +\delta(\zeta-Y-2 m \pi)] \tag{A8}
\end{align*}
$$

and taking care of the inequality $\zeta \geqslant 0$, we obtain, by setting $X=2 q_{0} \xi$ and $Y=2 q_{0} \eta$, that

$$
\begin{align*}
\tilde{h}_{2}(\xi, \eta)= & \frac{\pi}{4} N_{0}\left(q_{0} \xi\right)+\frac{\pi}{4 q_{0}} \frac{\cos \left(q_{0} \sqrt{\xi^{2}+\eta^{2}}\right)}{\sqrt{\xi^{2}+\eta^{2}}} \\
& +\frac{\pi}{4 q_{0}} \sum_{m=1}^{\infty}\left\{\frac{\cos \left[q_{0} \sqrt{\xi^{2}+\left(\eta-m \pi / q_{0}\right)^{2}}\right]}{\sqrt{\xi^{2}+\left(\eta-m \pi / q_{0}\right)^{2}}}\right. \\
& \left.+\frac{\cos \left[q_{0} \sqrt{\xi^{2}+\left(\eta+m \pi / q_{0}\right)^{2}}\right]}{\sqrt{\xi^{2}+\left(\eta+m \pi / q_{0}\right)^{2}}}\right\} \tag{A9}
\end{align*}
$$

where $N_{0}$ is the Neumann function of zeroth order. We arrive at Eq. (28) by using Eqs. (A2), (A5), (A9), and (2).

We note that $\widetilde{h}_{1}(\xi, \eta)$ and $\widetilde{h}_{2}(\xi, \eta)$ become singular at $\xi$ $\rightarrow 0$. For finite $\eta$, however, this singularity is attributed to the first term of Eqs. (A5) and (A9), which exactly vanishes in the evaluation of Eq. (A2). Therefore the resultant form (28) is well defined even in the case of $\left|\boldsymbol{r}_{\perp}^{\left(p p^{\prime}\right)}\right|=0$ as long as $\boldsymbol{r}^{(p)} \neq \boldsymbol{r}^{\left(p^{\prime}\right)}$.
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